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Abstract 
Qualitative researchers use tools to collect, sort, and analyze their 
data. Should qualitative researchers use large language models 
(LLMs) as part of their practice? LLMs could augment qualitative 
research, but it is unclear if their use is appropriate, ethical, or 
aligned with qualitative researchers’ goals and values. We inter-
viewed twenty qualitative researchers to investigate these tensions. 
Many participants see LLMs as promising interlocutors with attrac-
tive use cases across the stages of research, but wrestle with their 
performance and appropriateness. Participants surface concerns 
regarding the use of LLMs while protecting participant interests, 
and call attention to an urgent lack of norms and tooling to guide 
the ethical use of LLMs in research. We document the rapid and 
broad adoption of LLMs across surfaces, which can interfere with 
intentional use vital to qualitative research. We use the tensions 
surfaced by our participants to outline recommendations for re-
searchers considering using LLMs in qualitative research and design 
principles for LLM-assisted qualitative research tools. 
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1 Introduction 
The qualitative research process is grounded in deep engagement 
with participants and their data through an iterative sensemaking 
process. Today, Large Language Models (LLMs), particularly those 
accessed through chat-based interfaces like ChatGPT [59], are pop-
ular tools in research-related tasks, including within the social sci-
ences [36, 50]. While a growing number of dedicated tools for qual-
itative work use LLMs to streamline research processes [19, 30, 32], 
direct interactions with ChatGPT and similar interfaces may also 
be increasingly used by qualitative researchers, a topic which has 
not received thorough investigation to this point. 

LLMs distinguish themselves from prior tools for qualitative 
research. First, chat-based LLMs are marketed as general purpose 
tools, not dedicated qualitative analysis tools. Users interact with 
them in natural language, unlike most dedicated software platforms. 
LLMs go beyond the simple document-organization or analysis 
functions in classic tools, and facilitate highly flexible interpreta-
tions of documents, such as the ability to produce summaries or 
annotations, behaviors which mimic aspects of the human sense-
making process. Second, LLM use is currently dominated by one 
product, ChatGPT, that has rapidly entered general use by the pub-
lic [63], including by qualitative researchers. Third, the dominant 
user interface metaphor [55] of ChatGPT and its competitors is that 
of a jack-of-all-trades assistant and/or collaborator. This pattern 
is intuitive thanks to the conversational interface, yet completely 
unguided. With wide-ranging and open-ended interactions with 
LLMs increasingly permeating everyday life, qualitative researchers 
are left to wonder whether or how these tools might apply to their 
research process or outputs. While some qualitative researchers sup-
port integrating LLMs into aspects of qualitative research, others, 
as Soden et al. [71] highlight, will be “concerned that increasingly 
all qualitative research, including that which draws on interpretive 
traditions of research design, is being evaluated from the perspec-
tive of positivism.” 

There is a critical and immediate need to understand the degree 
to which LLMs are shaping qualitative research processes. On the 
one hand, many researchers may benefit from the inclusion of LLM-
based features in qualitative data analysis (QDA) systems, as has 
been explored in HCI literature [30, 43, 60]. However, the recent ex-
plosion of work using LLMs to annotate text in more complex ways 
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than previously possible [6, 80] may risk the excitement of commu-
nities of scholars and tool builders without full consideration for 
potential tradeoffs to the sensemaking process. In particular, readily 
available tools that seek to automate the qualitative sensemaking 
process could decrease the amount of time researchers spend with 
their participant data, a potential risk to qualitative researchers’ 
depth of understanding. 

Furthermore, the speed of LLM development has outpaced guid-
ance on their ethical use [9]. Most policies currently guiding use 
focus on the danger of uploading sensitive information to cloud 
services [58] or text generation in publications [39]. The HCI com-
munity is contending with the need for developed policies that 
tackle how to use AI ethically in research [5, 70]. While guide-
lines are beginning to emerge, there are no guidelines specific to 
qualitative work today. 

This work critically reflects on the role of LLMs in qualitative 
research and offers considerations and recommendations for re-
searchers considering using LLMs. Through our work, we answer 
the following research questions: 

• RQ1: In what ways are LLMs being adopted into qualitative 
research processes today, and how might they be incorpo-
rated in the future? 

• RQ2: What do qualitative researchers say they stand to lose 
or gain from adopting LLMs into their research processes, 
and what tensions might arise? 

• RQ3: What are potential models for the ethical incorporation 
of LLMs into the qualitative research process? 

Qualitative research is a broad and rich tradition with scholars 
from varied disciplines and ways of thinking. This paper focuses on 
the subset of researchers, including mixed-method researchers, who 
are considering using LLMs in their qualitative research processes. 
Those researchers should be clear-eyed about what is gained and 
lost when LLMs are used in data collection, analysis, or writing. 

This work surfaces both the curiosities and concerns of quali-
tative and mixed-method researchers across disciplines who are 
wrestling with what the introduction of LLMs means for their 
qualitative research process. Through twenty semi-structured in-
terviews with researchers across academic communities, we sought 
to understand any current use, motivations for use, perceptions of 
usefulness, and concerns about the use of LLMs in qualitative re-
search. Our findings show that qualitative researchers can envision 
leveraging LLMs for their work to help with a range of uses includ-
ing generating interview materials and analyzing research artifacts. 
Specifically, the interactivity of ChatGPT has spurred researchers to 
think creatively about what chat-based interfaces can bring to their 
work. Simultaneously, researchers harbor fundamental concerns 
about ethics, unequal adoption of new technologies, model bias, 
and performance, leading some to abstain from the use of LLMs 
to conduct qualitative research, and others to experiment despite 
concerns regarding participant privacy. New tools and practices 
are rapidly being adopted, but scholarly communities are not yet 
equipped to conduct ethical and effective research with them. As 
such, we are at a junction that urgently requires thorough eval-
uation and recalibration of both our methodological approaches 
and our thinking on research practices. As a step forward, we out-
line considerations and recommendations for future qualitative 

researchers interested in using LLMs, and we present design op-
portunities and principles for creating LLM-based qualitative data 
analysis tools given our findings. 

2 Related Work 
Qualitative research is a broad term with different definitions and 
applications across disciplines [37]. In the late 1960s, the method 
emerged in retaliation to quantitative and positivist approaches to 
science characterized by hypothesis testing and objectivity [38]. 
HCI scholars often turn to qualitative methods when studying popu-
lations or contexts that require deep exploration and understanding 
of experiences, behaviors, and interactions [7, 8, 27, 64–66]. 

In contrast to quantitative methods that prioritize numerical 
data and generalizability, qualitative research aims to uncover how 
participants perceive, understand, and make meaning of their ex-
periences [41]. Qualitative researchers often utilize diverse tech-
niques, such as interviews, observations, and narratives [3, 57] to 
capture the complexity of lived experiences [15]. The epistemologi-
cal foundation of qualitative research is social constructionism [11], 
in which meaning and knowledge is subjective and constructed 
in and through communication [78], enabling researchers to cap-
ture the social contexts that shape participants’ lives [74]. Through 
deep engagement with participants’ worlds, qualitative scholars 
seek to describe and interpret phenomena in a way that reflects 
participants’ understanding of their experiences [41], while also 
contributing to theory development through inductive analysis 
[69]. 

As a field, HCI is both home to researchers with qualitative ap-
proaches as well as mixed-method researchers, a fact which has 
sometimes led to tension in the community regarding how contri-
butions should be evaluated. In particular, a stigma surrounding 
the perceived rigor of qualitative research [18] has sparked debates 
over how best to evaluate such methods [46, 51, 67]. As a result, con-
ducting qualitative research can involve a complex and sometimes 
creative negotiation with the norms and evaluative criteria of one’s 
research communities [21]. Within the HCI community, there have 
been concerns that increasingly quantitative evaluation techniques, 
such as providing participant demographics, are being unduly re-
quired of qualitative scholars [71]. LLMs may lend the impression 
that qualitative inquiry can be automated, and their integration into 
Qualitative Data Analysis (QDA) software may increasingly impose 
positivist approaches that conflict with interpretivist traditions. 

Approaches to analyzing qualitative data (e.g., grounded theory, 
thematic analysis) were originally designed for manual, pen-and-
paper applications [22]. In the long history of qualitative research 
practice, many new technologies have been introduced, including 
the recording and digitization of interview data, popularization 
of automated transcription, and introduction of phone interviews, 
eventually followed by online interviews [16, 17]. The widespread 
adoption of software tools for qualitative data analysis marked a 
significant and, at times, contentious shift in the field [34]. Early cri-
tiques of qualitative software centered around concerns that these 
tools created too much distance from the data [33], compromised 
the depth of analysis [13], or could be misused by researchers who 
lacked an understanding of them [34]. 
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Advancements in natural language processing (NLP) and ma-
chine learning have widened methods for data analysis over the 
past several decades, and the sudden rise of LLMs has, once again, 
opened up new possibilities. LLMs are being used for text anno-
tation in interpretive contexts [6, 80], including qualitative cod-
ing [19, 23]. Past work has considered both the potential tensions 
and compatibilities between computational tools and interpretive 
work, grounding the conversation regarding the potential useful-
ness of computational tools in ways that can support qualitative 
work [10, 56]. In HCI, tools that leverage advancements in machine 
learning have been developed to assist qualitative researchers with 
data and text analysis since before the recent LLM era. The new 
generation of LLMs has ushered in new kinds of tools, with devel-
opers creating tools for qualitative researchers that bear researcher 
goals in mind, like agency over the coding process [60], conver-
gent discussion on coding among collaborators [30], or incorporat-
ing trauma-informed design principles [75]. Studies introducing 
and evaluating these tools contain insights regarding the promises 
and pitfalls of LLMs in qualitative research, but largely focus on 
users’ perceptions of the particular tools being developed for a 
task-specific use case, such as data annotation. Given the sudden, 
widespread ubiquity of LLMs through task-agnostic interfaces like 
ChatGPT, experiences with AI tools have become more common 
while being less scaffolded by purpose-built software, warranting 
investigation of current LLM use by qualitative researchers in a 
task-agnostic context. 

Beyond the evaluation of specific software interfaces, prior work 
has also explored the concept of using AI tools to augment qualita-
tive work. Jiang et al. [43] and Feuston and Brubaker [26] tackle the 
question of how qualitative researchers may respond to incorpo-
rating AI in their workflows. Jiang et al. [43] identify that AI tools 
for qualitative work should “honor serendipity, human agency, and 
ambiguity.” Feuston and Brubaker [26] highlight that intentional 
use and ordering of AI tools in qualitative tasks is paramount, and 
that the use of any computational tools may entail shifts in quali-
tative processes towards scale, abstraction, and delegation. These 
works lay key groundwork for this study, but were both published 
prior to the popular adoption of LLMs. Both papers presuppose the 
use of AI in the qualitative research workflow in bounded, task-
specific ways, an idea which largely contrasts with the fluid ways 
that researchers often use LLMs throughout workflows today. The 
sudden adoption of LLMs warrants an urgent re-examination of AI 
tools in qualitative work, with early research suggesting that 81% of 
researchers use LLMs in their research practices [50]. Many papers 
have examined the application of an LLM, or of ChatGPT in partic-
ular, to the problem of a thematic analysis for an applied case, with 
examples across fields as varied as medicine and education [62]. 
Researchers often report promise regarding LLMs’ ability to cap-
ture some or most themes humans do, but also perceive a lack of 
depth, nuance, or variety in identified themes [42, 48, 53, 62, 72, 76]. 
Simultaneously, some work raises or notes researchers’ concerns 
regarding the reliability and validity of using LLMs in qualitative 
research, and privacy concerns that may arise when using them 
[28, 79]. As LLMs permeate society, sociotechnical gaps [1] may 
arise from the use of popular tools like ChatGPT for qualitative 
research purposes, where the social expectations of research do 
not match the underlying technical capabilities [24, 49]. In light of 

these societal shifts, we endeavor a fresh examination of the current 
uses, attitudes, and tensions that arise when using LLMs in qual-
itative research. Through highlighting a range of considerations 
for qualitative researchers to scaffold their intentional use of these 
tools, we chart a path forward for using LLMs conscientiously in 
qualitative work. 

3 Methods 
To understand how qualitative researchers are interacting with gen-
erative AI tools or choosing not to, we conducted a series of twenty 
semi-structured interviews in June-August 2024. We analyzed the 
interviews using inductive thematic analysis, inspired by grounded 
theory [14], in which concepts emerge from the data [41]. These 
interview procedures were approved by the Institutional Review 
Board at Cornell University. 

Participants were recruited through personal networks, email 
outreach about past work, and through in-person events and con-
ferences. The inclusion criterion for this interview was simple: we 
sought to speak with researchers who consider themselves qual-
itative scholars, including mixed-method researchers. Since we 
wanted to include a variety of perspectives, we did not recruit par-
ticipants based on their use or knowledge of LLMs, and we recruited 
participants across academic domains. Since qualitative research 
perspectives can vary by field, we considered it important to allow 
potential interviewees to self-define as qualitative researchers. 

These recruitment strategies resulted in twenty participant in-
terviews, summarized in Table 1. Our participants spanned seven 
academic fields, include sixteen PhD students, and are balanced 
between nine primarily qualitative and eleven mixed-method schol-
ars. Beyond this high-level information, we did not explicitly col-
lect demographic information from participants. Nonetheless, we 
note that a majority of participants presented as women and as 
researchers of color, and five participants referenced being non-
native English speakers in interviews. Outreach in our personal 
networks resulted in a population that was largely located in North 
American Universities, with one exception. 

The interview protocol was designed to elicit perspectives on 
LLMs in qualitative research, with a focus on the data collection and 
analysis processes. For this study, data collection was defined as any 
part of the research process that contributes towards how researchers 
obtain data from participants. Data analysis was defined as any part 
of the research process that relates to the analysis of gathered data. 
We opened the interview with questions about the researcher’s 
qualitative work, practices, and their general familiarity with large 
language models. We then asked questions about data collection 
and analysis, asking the researcher if they have or could imagine 
using LLMs for any portion of these research processes. If they said 
they had used LLMs for that purpose, we asked them about their 
motivations for doing so, experiences of doing so, including per-
ceptions of model performance, and ethical considerations during 
the process. If they had not used LLMs for the steps we outline, we 
asked them why they had not, and whether they had concerns with 
others using LLMs for these purposes. We concluded by discussing 
the participants’ overall perceptions of LLMs in qualitative research, 
and soliciting both their perceived potential use cases as well as 
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Participant ID Academic Domain Position Approach to Research 

P1 HCI PhD Student Mixed-Method 
P2 Communication PhD Student Mixed-Method 
P3 Political Science Research project manager Primarily Qualitative 
P4 HCI PhD Student Mixed-Method 
P5 Social Work PhD Student Mixed-Method 
P6 Communication PhD Student Primarily Qualitative 
P7 Political Science PhD Student Mixed-Method 
P8 HCI PhD Student Primarily Qualitative 
P9 HCI Professor Mixed-Method 
P10 HCI PhD Student Primarily Qualitative 
P11 HCI PhD Student Primarily Qualitative 
P12 HCI PhD Student Primarily Qualitative 
P13 Sociology Research Scholar Mixed-Method 
P14 Political Science PhD Student Mixed-Method 
P15 Sociology Former Professor Primarily Qualitative 
P16 Communication PhD Student Primarily Qualitative 
P17 Sociology Post Doc Mixed-Method 
P18 Political Science PhD Student Mixed-Method 
P19 Anthropology PhD Student Primarily Qualitative 
P20 Psychology PhD Student Mixed-Method 

Table 1: Participant Summary Table. Participants self-reported their academic domains, position, and approach to research. 

their concerns. Interviews lasted 42 minutes on average (min: 24, 
max: 59). The full interview protocol is included in the Appendix. 

We iteratively analyzed the data using inductive thematic anal-
ysis techniques inspired by grounded theory [14]. While data col-
lection was ongoing, three researchers open coded two interviews 
each, and each compiled a proposed codebook centered around 
identifying main themes, which were consolidated into one hier-
archical codebook. These initial themes motivated us to balance 
recruitment between computing and non-computing scholars, and 
participants with varying approaches to qualitative research. Data 
collection continued until we obtained a balance of academic do-
mains and research approaches, and the main identified themes 
remained stable indicating theoretical saturation [35]. Using our 
first-round codebook as a starting point, two further interviews 
were fully coded by three researchers each, and the codes were 
refactored to yield the final codebook. We then divided the twenty 
interviews among coders, and met regularly to discuss the pro-
cess and update codes where needed. The two primary authors 
re-reviewed each transcript and the applied codes for thorough-
ness, verifying with each other when uncertain. Throughout the 
analysis process, we also constructed various artifacts, including 
interview notes, memos, and tables that summarized key context 
about each participant. We used Dedoose for collaborative code 
application to interview transcripts. We primarily avoided using 
LLMs for this research, with the exception of finding specific works 
of related literature, which we then verified externally. To protect 
the identity of participants, any specific research studies or topics 
have been changed. 

We reflect on how our own positionality influenced this study. 
The authors are mixed-method researchers in HCI, NLP, and com-
munication. In our own work, we have felt interest in incorporating 
LLMs into our research processes, while being unsure how to ethi-
cally navigate adopting this technology. This work is an effort to 
consider these opportunities and challenges head-on and to shine 
a light on the value of qualitative work in HCI. 

4 Findings 
In these findings, we outline how the researchers we interviewed 
adopted LLMs into qualitative research, identifying their main risks 
and concerns, then concluding by reflecting on the fundamental 
philosophical tensions raised. 

4.1 Current and Potential Uses of Qualitative 
Researchers Adopting LLMs 

We sought to understand how our participants had or had not ex-
perimented with using LLMs in their qualitative research process. 
Of the researchers we interviewed, fourteen reported actively ex-
ploring the use of LLMs in data collection or analysis. The most 
common use cases mentioned, highlighted in Figure 1, were using 
LLMs to help generate recruitment materials, attempts to use LLMs 
to speed up qualitative coding, and using LLMs for ideation and 
feedback. 

ChatGPT was the most frequently mentioned LLM tool by par-
ticipants. When we opened the conversation by asking participants 
about their experiences with “generative AI tools or large language 
models,” most would immediately talk about ChatGPT. Some re-
searchers specified the model they used; P11 opened with “I use 
LLMs, specifically ChatGPT.” Others spoke more hesitantly, such 
as P13: “I’ve started using ChatGPT, I’m trying to be more familiar 
with it because it is the future, and you don’t want to be a dinosaur.” 
Overall, perceptions of LLMs writ large were strongly influenced by 
experiences with ChatGPT as the most popular interface through 
which to explore LLMs. Participants felt that LLMs were more ad-
vanced in areas where ChatGPT performed better, thanks to their 
interactions directly through the web interface. For example, more 
participants felt that LLMs were helpful “brainstorming buddies” 
(P20), than felt they were helpful annotators, a use case for which 
ChatGPT’s web interface was not designed. 

Outside of ChatGPT, participants shared that they used a suite 
of available tools for qualitative research, such as NVivo, Atlas.ti, 
MAXQDA or Dedoose, and AI sometimes underpins these tools’ 
features. Participants were sometimes unsure whether these tools 

https://Atlas.ti
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leveraged LLM-based functionality. For example, participants (P4, 
P8, P9, P13) wondered: “does Grammarly count?” Others mentioned 
explicitly that they engaged in AI features offered by qualitative 
coding platforms. For example, P7 reported using the in-context 
code suggestions that Atlas.ti provides. Participants did not neces-
sarily feel agency over the AI features embedded in these tools, as 
P1 explained: “Atlas sends me a thematic analysis that essentially 
aggregates stuff, I don’t really like it,” and P4 summarized AI fea-
tures in these tools as something they see “not by choice.” Overall, 
participants often relied on software platforms to help with quali-
tative research, though not all appreciated the apparent increase in 
“smart" AI-based features. 

In contrast, some researchers shared they purposefully avoid 
advanced technology in their qualitative research process. While all 
participants used their computers for analysis, they also described 
paring back their approach to remain close to the data, particularly 
to data from participant interviews. P6 explained that while they 
were “not quite as old school as the people who would cut out their 
coded texts and move it around, I basically do that in Word docu-
ments.” P2 echoed this sentiment: “I didn’t like the restrictions and 
things the platform was putting on me, and I got really frustrated; 
I’m just familiar with Excel.” These attitudes highlight how, to some 
researchers, complex software interferes with their process or can 
be hard to learn, and simpler solutions may meet their needs. 

4.1.1 LLMs during Data Collection. Seven participants reported 
using LLMs to help with creating or editing recruitment or interview 
materials. Often, this assistance took the form of researchers using 
a service like ChatGPT to edit or tweak their writing. Even those 
who were reluctant to use LLMs for research conceded that they 
could be helpful for writing, such as P10 who said “the only real 
reason that I use ChatGPT is to have it reword or rephrase,” and 
P4 explained that “it will give me a really good sentence or switch 
a word.” This capability was particularly helpful for researchers 
whose native language is not English; for example, P8 said they 
“feel more confident once [they] have passed [their] writing to the 
AI tools.” LLMs also assisted participants in tailoring recruitment 
materials to their subject population. P9 (a non-American, non-
native English speaker) told us they used LLMs to make messaging 
more appropriate for American research participants. They shared, 
“one thing I noticed that LLMs can do beautifully is make things 
American,” and therefore “an LLM’s general answer or general email 
to an American future participant will probably be better than my 
take on it.” P5 reported that LLMs helped them deploy recruitment 
materials in multiple languages, explaining that they “used it for 
the translation of interviews and consent forms and other required 
documents,” before having a native speaker collaborator double 
check the output. LLMs were also used by participants to help 
them create interview and recruitment materials from scratch. For 
example, P8 recalled “I was working with a deadline, and I was feeling 
stuck. I was not sure what kinds of questions to ask, but I did have 
a set of broad topics [...], so I put those into ChatGPT and I was like, 
‘Can you help me come up with this type of interview question?”’ 
While quite a few of our participants had experimented with using 
these tools to help generate research materials, not all found these 
tools helpful: “the performance was really great,” P5 said, while P8 
thought “I feel like I could have done better,” and P10 elaborated that 

its outputs were “really broad, versus the empirical work I’ve done is 
very specific and granular.” 

In terms of promising potential uses, researchers seemed to 
understand why one might use LLMs to help create recruitment 
materials. Some experienced researchers explained that they had 
past recruitment templates already, but for those who do not, P10 
said, “I can imagine that maybe using something like this would be 
helpful for beginner researchers.” P20 expressed a similar attitude: “I 
would consider it in the future, if I’m drafting a new consent letter or 
things like that, but we had all of that from previous ones.” Nonethe-
less, some researchers pointed to specific reasons why they may not 
consider LLMs appropriate for these use cases, such as when ma-
terials are being produced for at-risk or non-Western populations, 
issues which will be further discussed in the following sections. 

4.1.2 LLMs during Data Analysis. Another avenue that participants 
had explored, though often less successfully, was using an LLM to 
process and make sense of their qualitative data. Many researchers 
we interviewed did not attempt to use LLMs in data analysis due to 
concerns about privacy and performance, issues we explore in the 
next section. Among those interested in LLM-facilitated analysis of 
qualitative data, we saw various functions being performed with 
LLMs: transforming or retrieving data, data exploration, generating 
initial codes or themes, and applying qualitative codes. 

Researchers wanted to use LLMs as assistants for retrieving, 
processing, transforming, or reformatting their data using natural 
language. P9 reported that they leverage LLMs to perform fuzzy 
searches on qualitative data: “With retrieval via an LLM, I can say 
something like, ‘Where in this document is an example of such and 
such?’ and just talk more conceptually or more abstractly, and the 
tool will find it.” Participants also saw LLMs as being potentially 
useful to reformat data. For example, P4 imagined that “it would 
be nice if there was like a large language model agent to grab all the 
qualitative codes [and put them] onto a Google Jamboard because I 
have to rely on copy pasting.” 

On the analysis front, some participants explained that they 
valued being able to use LLM-aided software to flexibly explore 
participant data. In this data exploration use case, participants 
reported using chat-based models like ChatGPT to conduct initial 
sensemaking with and about their data. In P15’s words, the ability 
to easily analyze qualitative data with an LLM was a “game changer,” 
since “there’s no friction between the person trying to make sense 
of a lot of data and the information.” One participant said they 
once used ChatGPT to help them make sense of the theory behind 
their qualitative data, explaining that they had interviewed people 
about their experiences with grief. They were “getting all this lovely, 
well-gelled data where people were repeatedly saying the same things, 
everything was perfectly categorized" but the researcher was “having 
a hard time naming those categories in a way that was as inclusive as 
it could be.” In this example, the participant asked ChatGPT to come 
up with a list of potential themes, based not on their participant 
data but on prior theories, and it gave them “this list of things, and I 
was like, hmm, this is really neatly packaged [...] it’s giving me labels 
for the things I’m seeing that are also very intuitive.” These themes 
then served as a jumping off point for deeper engagement with the 
data, and guided the researchers’ thinking for constructing their 
final qualitative codebook. 

https://Atlas.ti
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LLMs in Other Research Tasks 

P4, P6, P7, P8, P10, P11, P16, P17, P18, P20 

“They’re great brainstorming buddies” 
(P18) 

“You still need human ideas” (P17) 

P3, P6, P7, P11, P14, P18, P19 

“I use it to help me find references” (P19) 

“Your sources are completely fake, and that 
defeats the whole point” (P18) 

P4, P6, P7, P8, P11, P14, P16, P17, P20 

“It’s just easier than Google” (P20) 

“It all depends on how niche 
your subject matter is” (P17) 

LLMs in Data Analysis 

P4, P6, P9, P10, P12, P13 

“With retrieval via an LLM, […] I can say 
something more abstractly” (P9) 

“That principle of immersion has kept people 
from using tools that may make certain aspects 

faster” (P2) 

P1, P6, P7, P10, P11, P12, P13, P14, P17, P18 

“I think it's very useful in the coding, especially 
if we are thinking deductively” (P7) 

“The connections between the themes were 
better because I had spent time coding it” (P6) 

LLMs in Data Collection 

P4, P5, P7, P8, P10, P11, P12, P14, P16,  P18, P19, P20 

“I was feeling stuck. I was not sure what 
questions to ask, but I did have a set of 

broad topics […] so I put those into 
ChatGPT.” (P8) 

“The juice kind of hasn’t been worth the 
squeeze, I can write this in the way that I 

need it to be for recruitment much faster” 
(P1) 

P1, P3, P5, P9, P12 

“If I need to recruit people of certain 
cultures, I find it really helpful” (P9) 

“It would be hard for AI to be coded to 
capture this experience if [the population] 

is already ignored.” (P6) 

Concern or tension 

Use case or example 

Legend 

Use Case 
PX: Current use case 

PX: Envisioned use case 

Creating Study Materials Data Transformation & Retrieval 

Adapting Materials to Audiences 

P2, P6, P10, P11, P13, P14, P15, P16, P18 

“You can see patterns that exist in the data 
without having to look for the patterns” (P13) 

“Certain types of information could be lost or 
just never analyzed” (P3) 

Data Exploration 

P2, P4, P5, P7, P9, P11,   P13, P15, P16, P17, P19, P20 

“We’re just trying to find common themes and 
reasons why people write these kinds of 

comments” (P5) 

“How do I know I haven't missed something 
that is potentially interesting?” (P19) 

Generating Qualitative Codes 

Applying Qualitative Codes 

Ideation 

P1, P3, P4, P5, P8, P9, P10, P13, P20 

“I only use LLMs to correct grammar” (P4) 

“I just get nervous whenever it’s not me” 
(P2) 

Writing & Editing 

Finding Related Work 

Learning & Coding 

Figure 1: Current and Envisioned Use Cases for LLMs within the Qualitative Research Process. The figure highlights how 
participants had previously used and might imagine using LLMs moving forward in their research processes. We also highlight 
different perspectives and tensions for each use case, with participant quotes. Participants are only tagged under a use case 
if they view LLMs as being potentially beneficial to that end, and use cases are only included if mentioned by three or more 
participants. 

Experiences were more mixed for participants who directly tried 
to use LLMs to generate or assign qualitative codes to data. In 
these use cases, participants were seeking to replace or augment 
the process of generating and/or applying a codebook to label 
qualitative data. The most common experience was perhaps that of 
P5, who “tried to use ChatGPT to get the very general theme and the 
results were not that great, so I decided to code it manually, but I tried 
it.” P9 engaged in a process they refer to as “semi-coding,” where 
they provided ChatGPT a chunk of text they already had intuitions 
about, and wanted to see if the LLM agreed with their perspective. 
Ultimately, however, they felt that the codes were “uninteresting 

in a way, or at least they were first level codes.” This experience 
was also shared by P11, who explained that when they “asked it to 
assign some initial codes [on their dataset], oftentimes the response 
will be very high level and abstract, so it’s not trustworthy at all.” P17 
disagreed, and had set up specific coding infrastructure that allowed 
them to identify whether an individual piece of social media data 
contains a rare occurrence of interest to their research. P17 was 
seeking to identify and code specific types of gender-based online 
harassment in Reddit comments and derived the most advanced 
annotation pipeline we saw: 
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“I come up with 16 or 18 thematic categories, and then 
use them to describe the system that I’m looking at. 
That’s qualitative work... I have... millions of comments, 
and most of those are garbage... So it’s a needle in a 
haystack, and computation allows you to find and orga-
nize all those needles so that you can do the qualitative 
work.” 

In their workflow, P17 derived codes based on initial data, and then 
constructed an LLM pipeline to annotate each post, using the LLM 
to take a first pass at organizing the data. P17 expressed that this 
process does not preclude deep qualitative work, since they still do 
a manual layer of qualitative analysis. 

Despite mixed current experiences using ChatGPT for data anal-
ysis, many participants felt curious or excited by the prospect of 
using LLMs to automate qualitative coding. The biggest factor that 
motivated the use of LLMs for annotation was the tedium and time 
investment required by manual coding. P10 said “I’m currently in 
the process of coding, and sometimes I’m kind of like, it’s taking a 
long time.” Others mentioned that automating coding could limit 
human error and help them optimize for inter-rater reliability. P13 
coordinated a large project with multiple coders, and they described 
that “having a more thoughtful upfront conversation about that, and 
then using a tool to execute on that [code scheme], I think, would be 
way more accurate and better science than what we ended up doing.” 
Of those interested in using LLMs for coding, researchers had con-
flicting perspectives about whether LLMs would best be used for an 
initial, exploratory round of coding, or whether they should be used 
to apply manually developed codes. Some specifically identified 
that LLM-aided coding could help with the first round of coding, 
or when initially getting a grip on the data. P13 thought LLMs 
could “save you from that first tedious round of coding and then you 
could maybe be looking at the more nuanced codes faster over time.” 
Others described the desire to use LLMs as a way to “gut check” 
their coding. For example, P18 explained that they had considered 
if “me and another human are coding the data, and then ChatGPT is 
also coding the data, and we do an intercoder reliability check with 
all of us.” Nonetheless, some participants (P2, P4, P8, P16) struggled 
to see the automation of coding as aligned with their perception of 
qualitative work, stating “there’s a part of qualitative research where 
it kind of feels like I’m in this for the manual work and that’s why I’m 
doing it” (P2). Some perceived LLM involvement in some research 
tasks as fundamentally in tension with qualitative research values, 
which we will further revisit in a later section. 

4.1.3 LLMs in Other Research Tasks. Beyond data collection and 
analysis, participants also reported leveraging the interactivity of 
readily available LLMs, particularly ChatGPT. Participants felt that 
ChatGPT could help them ideate better and be more creative re-
searchers: “I think LLMs are really great for bouncing ideas off of and 
thinking creatively,” P18 said, while P16 said they use LLM outputs 
“a basis or a starting point.” Participants also explained that they 
used ChatGPT to generate explanations for complicated concepts 
or coding implementations, like P7, who explained that they ask 
ChatGPT to help explain specific theories, stating “if I didn’t under-
stand what kind of methods they used in a particular paper or [...] I’m 
not able to make some connections or linkages, I just pose a question 
to ChatGPT.” In these instances, the social semblance of LLMs takes 

center stage, and our participants would sometimes refer to Chat-
GPT as more of a collaborator or peer than a tool. For example, P18 
referred to ChatGPT as a “great brainstorming buddy,” P20 called 
it a “thought partner”, P9 defined it as “a rational person, a smart 
layman, if you will,” and P12 said that working with ChatGPT was 
“almost like working with another person.” For P11, this connection 
went further, as they found that interacting with ChatGPT while 
doing research helped them stay engaged with their research: 

“As a researcher, we are always heads down and maybe 
we do not have much interaction with peer researchers 
who are human, I feel like I really value this kind of in-
teraction, somebody I can talk to. I feel like this research 
process is not boring, it’s engaging.” 

However, some researchers were more critical of ChatGPT occu-
pying these kinds of interpersonal roles. P5 expressed frustration 
that ChatGPT does not push back enough on their ideas to be a 
collaborator, since ChatGPT “never criticizes me, even though I asked: 
pretty, pretty please criticize me.” P4, meanwhile, was dismayed at 
the prospect of replacing any of their processes with ChatGPT, 
saying “I have a very supportive advisor and group of collaborators; 
they will give me great human feedback and I wouldn’t I even think 
about using language models for that purpose.” 

4.2 Perceptions and Risks of LLM Use in 
Qualitative Research 

While researchers identified potential use cases for LLMs in re-
search, and expressed curiosity about new methods, most had not 
used LLMs extensively in research. During our interviews, par-
ticipants shed light on barriers to adoption, including a lack of 
established norms and concerns about output quality and appropri-
ateness. 

4.2.1 Uneven adoption. Researchers reported logistical hurdles to 
adopting AI tools, which related to their comfort with technology 
and inequality around funding. For example, participants (P1, P3, 
P10, P13, P18) expressed that adopting new technologies takes time 
and effort: “We’re going to have to learn this, it’s gonna take forever, 
and we’re never going to get around to doing the actual project” (P13). 
These efforts could be even higher for researchers not in computing 
fields. Researchers also may not be certain how to find tools that 
meet their needs; P20 described how “you don’t know what’s out 
there, sometimes you don’t even know what something’s called.” P2 
and P5 recounted that cost influenced their choice of models, P2 
stating “since the Claude model is quite expensive, I didn’t use it, and 
OpenAI models are much cheaper, so I could test it out.” Overall, logis-
tical issues led researchers to be more reliant on readily available 
interfaces like ChatGPT, even when these are not optimized for 
their use case, an issue exacerbated for non-technical researchers. 

4.2.2 Uncertainty about norms, guidelines, and expectations. Par-
ticipants shared that university or publication venue policies are 
shaping their perception of what is acceptable (P4, P11, P14), but 
many guidelines fall short. For example, participants referenced 
that university policies surrounding LLMs to produce writing in-
formed their decisions about using LLMs for this use case, but 
also fuel uncertainty about using LLMs for other purposes. P14 
reflected, “I guess, as students, ... it’s kind of concerning that we might 
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be penalized for using ChatGPT, so we’re probably very, very careful” 
and “I don’t want this to backfire and cause any problems.” Sixteen 
participants in our study were graduate students, who occupy the 
unique role of collecting and analyzing study data directly, while 
feeling little power over the direct creation of guidelines. Some 
researchers mentioned efforts to seek additional clarification, such 
as P13 who reached out to legal experts in the university to clarify 
whether they are allowed to “use AI” when analyzing their data. 

Some participants also raised concerns that LLMs introduce IP 
and originality issues that make them cautious about their use 
in research (P11, P14, P18, P20), particularly for tasks in research 
that create original ideas or findings. For example, P11 shared, “I 
feel like the IP is kind of mixed up... because ChatGPT does give me 
creative answers, but then sometimes I feel I just take it for granted, 
and I probably did not think about whether this creative answer 
has its own intellectual property.” Opinions on acceptable use in 
light of this originality challenge were often inconclusive, with P19 
asking, "Is it bad to ask it to do stuff, and then look it over, does that 
still count as your material? I think we’re getting into those waters 
now." Others note that as LLMs are increasingly integrated into 
workflows, policies that require disclosure, like the ACM policy, 
may be hard to enforce in practice. P18 wrestled with this concept, 
too: “At some point it may be somewhat impossible to truly distinguish 
what a human contributed or thought about, from what an AI that 
they were working with contributed.” 

4.2.3 Navigating Participant Privacy Implications. Our participants 
were most concerned with how LLM use impacts data security, 
consent, and obligations to participants in qualitative research. 
Participants expressed a general lack of understanding and distrust 
for data protections awarded to participant data sent to proprietary 
models and AI companies. For example, P7 ruminated: “how will the 
companies use that data [...] how is their data management protocol? 
Because the data that we share with LLMs, we don’t know how that 
is managed at the back end.” 

Researchers also wondered whether classic models of participant 
consent that cover sharing data with third party proprietary models 
like ChatGPT are doing enough to protect participants, like P8: 
“There’s a bigger question of ... primacy of what is going to be giving 
consent.” Some participants held strong positions on protecting 
participant data by not sharing it with proprietary LLMs. P10 shared, 
“Obviously, I wouldn’t use my participant data with GPT-4 and a lot of 
these other models where I don’t know how they’re taking care of the 
data.” P18 expressed a similar strength of conviction: “I can’t feed my 
data into ChatGPT, or something like that, because of confidentiality 
concerns.” In the absence of clear, universal guidelines from IRBs 
within universities or venues providing recommendations for these 
issues, some researchers are creating their own strong norms: “I 
never put the data that is private to the model,” P5 confirmed. 

P7 and P13 highlighted that it is currently challenging to under-
stand if LLM-based features are integrated into existing QDA tools 
in a way that protects participant data. For example, P13 noted 
that MAXQDA now has LLM-based features, but their team chose 
not to use them because they were unable to confirm the legality 
of doing so based on their data agreement and privacy standards. 
P7 echoed this, sharing their concern is not “just the researcher 
directly using ChatGPT, but also the researcher using tools which use 

ChatGPT further.” Researchers were also concerned these risks may 
be exacerbated for the populations of vulnerable groups qualita-
tive research often seeks to study. Researchers in our study work 
with vulnerable populations, such as undocumented immigrants, 
those in political exile, and those with disabilities. The researchers 
studying these three populations shared explicit concern that us-
ing LLMs could put those participants’ privacy at risk. Given the 
potentially grave consequences of identity exposure for individuals 
in those vulnerable groups, these researchers strongly felt those 
participants’ data should not be used with LLMs readily available 
now. 

To mitigate these risks, some researchers reported experimenting 
with ways to honor privacy while still using these tools. P11 shared, 
“Sometimes I do put some participant’s quotations in, but I intention-
ally trim out specific keywords, for example, specific product names 
or functions.” This participant is also an example of the multiple 
participants who reported believing it unethical to share participant 
data with third-party tools like ChatGPT, but who did not discuss 
potential alternatives, like open source models, that could address 
some of these concerns. This absence may be due to a combined 
lack of knowledge of privacy-preserving alternatives or the relative 
scarcity of mainstream, user-friendly alternatives to proprietary 
tools, particularly for users without technical backgrounds. 

P9 said researchers should take a proactive stance towards partic-
ipant privacy, particularly in the case of models that train on inputs: 
“Am I allowed to upload even anonymized content to an LLM? Usually 
you don’t sign a consent specifically on that question. And maybe 
legally it’s fine. But I feel like it shouldn’t be shared with a third party 
that might use it as a training tool.” Several proposed a stronger 
change to consent practices in anticipation of these concerns, like 
P7, who said “I think it’s of the utmost importance to... let them know 
we would be following this method or doing this type of analysis 
wherein we are sharing some of their information with the LLMs.” 
Broadly, in the absence of strong guidelines, researchers grapple 
with appropriate use of these tools while still following their own 
convictions and research norms, leading to variable perceptions of 
acceptable and non-acceptable use. 

4.2.4 Concerns around validity and evaluation. Participants con-
sidered whether LLMs would produce valid, usable outputs for re-
search. In particular, participants explained that the specific issues 
they feared or observed with LLM outputs included hallucinations, 
label assignment errors, or overly general responses. “LLMs can 
give you wrong information” said P18, and P4 agreed: “some points 
are just wrong.” More broadly, participants often found that LLM— 
specifically ChatGPT— outputs were vague, odd, or missing key 
points: “they’re getting some of these broad ideas, but maybe the vari-
ables or the concepts that are in this theory are a little off or they might 
be different theories,” P6 shared, and P16 said “the LLMs tend to write 
really generically and I would have concerns.” Researchers sometimes 
conclude these tools may not work for their qualitative research 
due to these limitations. Researchers shared that the practice of 
collecting data (like interviews) themselves gave them an intimate 
understanding of the data, which could help them guard against 
misinterpretation of the data through an LLM’s hallucination or 
misconstrual (P16, P20). 
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Researchers also reported uncertainty regarding the best way to 
validate and evaluate LLM performance in a way that aligns with 
their research community. P18 shared that LLMs “are all constantly 
being updated [...] So the model is always changing, and that means 
that the output that you get is always changing.” In response to 
these concerns about validity, many participants emphasized that 
checking the LLM’s outputs is key to being confident in the use of 
these tools in research (P5, P7, P10, P14, P18, P19, P20) and some 
others also mention that it is unacceptable to not check outputs (P1, 
P5, P18). P10, for example, emphasized the need for researchers to 
take responsibility: “there needs to be some sort of oversight because 
there will be an error or mistake through using LLMs, and it’s on the 
researcher to catch those errors or to have some safeguard.” 

4.2.5 Concerns about model bias. Researchers raised concerns that 
biases embedded in LLMs might make them unsuitable for qualita-
tive research on populations not well-represented in training data 
(P6, P7, P8, P10, P12, P16, P18, P19) including non-English-speaking 
populations (P1, P12, P18, P19). Are LLMs “able to understand data 
from someone with a particular identity?” P8 wondered. Researchers 
reported both experiences with and fears of LLMs misinterpret-
ing data from marginalized groups through the mistranscription 
of important language from that community, or by making judg-
ments that are not faithful to the values in that community. For 
example, one participant noted “AI often falsely identifies queer 
content as hateful,” confirming that an LLM’s construals of their 
participant group may be at odds with faithful stewardship of that 
community’s interests. Another participant noted ChatGPT gave 
reductive information about women from different backgrounds ex-
periencing grief. “Probably, if you’re saying, ‘what issues do women 
experience?’ [ChatGPT is] going to try and give you the most broad, 
all-encompassing answer. There’s not really any way to be sure that 
what it’s giving you is covering all the ground.” P19 cited concerns 
over known Western bias as the main reason they do not feel com-
fortable using LLMs in their work: “We all know that these models 
are pre-trained on datasets that are highly Western, mostly completely 
built from universities and companies that are based in developed 
places." On their interest in using LLMs in qualitative research, they 
continued, “So for now, no, in the future I don’t know, maybe. We have 
a long way to go for non-English speaking languages." Researchers 
worried that these LLM biases could perpetuate existing power 
inequalities or harms towards marginalized groups. P6 observed, 
“The machine is made within these power structures... so inherently 
it’s going to privilege some things over others because that’s how the 
world works,” expressing a concern also shared by P12. Noticing 
similar properties of LLM training data, P7 said, “Most of the litera-
ture that’s accessible is the voice of the powerful, right?” Researchers 
were attuned to the connection between LLM training data and 
model outputs, and thus using LLMs may not reflect researchers’ 
desire to responsibly analyze specific populations. 

4.3 Qualitative Research and LLMs: Inherent 
Tensions? 

Simultaneous with curiosity and exploration of LLM tools described 
above, participants grappled with potential tensions between the 
values of qualitative research and the capabilities LLMs may enable. 

4.3.1 Emergent insights from the data, versus interpretations im-
posed by LLMs. Many qualitative researchers use methods where 
findings emerge from the data bottom-up, such as grounded theory, 
which encourages deep interaction with the data without imposing 
a view from pre-conceived theories. Researchers wondered whether 
bringing in the external interpretations, language, and potentially 
even theory from an LLM were in alignment with these qualita-
tive approaches (P1, P3, P6, P9, P12, P16). P6 worried about letting 
LLMs lead theme generation: “My biggest worry is having AI code 
qualitative data: that feels a little bit different than engaging in a 
thematic analysis where we’re letting the data drive the themes and 
we’re recognizing that as humans, we’re bringing the meaning to 
those themes.” Using LLMs to create an interpretation of data could 
produce outright errors or produce standpoints that marginalize 
people. P16 said, "these people didn’t agree to editing their words or 
modifying their perspective" stressing the personal responsibility 
researchers feel in making sure participants are heard on their own 
terms. A few participants reflected that relying on a single language 
model or sole output to engage with qualitative data might reduce 
the impact of their own perspective. P1 shared: “There’s a little bit 
of like domain expertise that you’re able to apply as a researcher and 
spend time in the space and spend time with these individuals," and in 
using LLMs to do this, P16 said, “I think we lose out on that, because 
now we’re going with this very centralized, generalized model." 

4.3.2 Close engagement with the data, versus LLMs that automate 
processing. Participants reported that directly collecting interviews 
and reviewing them manually enables sensemaking and synthesis 
(P4, P6, P8, P10, P16, P19, P20). P20 showcased this perspective, 
saying “I do think there’s something in looking at all the transcripts, 
having done all the interviews yourself, and having intuitions around 
what themes arise.” P10 also felt manual sensemaking was valuable, 
and tied this view to a potential tradeoff: “You also wonder: if an AI 
were to do it, would you lose some of that sensemaking that naturally 
happens when you’re individually doing it yourself? And could that 
lead to not a strong findings or not a strong discussion section?” Re-
latedly, some researchers worry that the ubiquity and ease of using 
LLMs in these tasks may lessen the degree of deep engagement with 
the data through manual sensemaking by allowing researchers to 
rely on "shortcuts." P19 shared that if someone is “using [an LLM] as 
a shortcut for reading large-scale things [where] you can’t go through 
what’s generated, then I do have concerns.” P13 saw the main risks 
of involving LLMs in data analysis as only resolvable if researchers 
still take care to collect and review data themselves: “I’m sure there’s 
lots of ways this could get messed up, like only looking for certain 
words or words that go together and missing on nuance or interesting 
ways other people are talking about the same concept. If you’d never 
read it yourself... maybe something would get lost.” Researchers wres-
tled with whether deep knowledge of the data would be maintained 
if LLMs were used in the analysis process. 

4.3.3 Relationship and sense of responsibility to participants, versus 
an emotionless machine. Deep engagement with participant data, 
as well as an often ongoing relationship with research subjects and 
their stories, means that many qualitative researchers internalize a 
responsibility to do justice to participants in their research process 
and to act in their best interests. P18 expressed a fear about how 
LLMs could change this relationship: “If people found out that I was 
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feeding data into an LLM, I think that can cause a breakdown of 
trust. Some of my participants are people I intend to continue working 
with in a more long term way.” When considering using LLMs for 
data analysis, P1 hesitated, saying “we’re not necessarily building 
empathy in the same way, for participants”, and P4 told us “it’s not 
doing the data justice, you know, by just having an LLM look at it.” 

4.3.4 Subjectivity and multiplicity, versus one hegemonic way of 
seeing. Our participants valued the unique context they bring to 
their own qualitative work (P1, P6, P7, P8, P9, P12, P16, P19, P20). 
Participants acknowledged interactions with LLMs may uncover 
new insights about their data, but they were concerned those in-
teractions could result in some insights being lost. For example, 
qualitative researchers see value in noticing things beyond the sur-
face of transcribed interview text (P4, P6, P7, P10, P14, P16, P20), and 
note that LLMs do not see or know what humans do. P9 shared, "I 
think you do gain a lot of insights by not just the words that are typed: 
the way I hesitate on certain things like accents, body movement... 
there’s a tacit knowledge of the qualitative process that is not easily 
formalized and programmed." As P7 put it, qualitative researchers 
“situate the text in a context,” and do not just analyze the “text as it 
is.” This led P7 to conclude that “in such cases, the LLMs might not 
be very helpful.” 

Researchers note that LLMs may change what humans notice 
in their data, and could also potentially miss critical insights. P19 
noticed: “There’s just something interesting that I see that it doesn’t 
give me, and the most important point of my analysis is to figure 
out the themes. If they’re figured out for me, how do I know that I 
haven’t missed something that is potentially interesting?” P3 also 
wondered if LLMs would focus on different insights than humans, 
who collaboratively notice and integrate findings together: “I think 
when you ask an LLM to give you a specific set of instructions, you lose 
some of that nuance and some of that discovery. So I definitely think 
certain types of information could be lost or just never analyzed." 

4.3.5 Who is in charge or creating meaning from human experience? 
Many researchers in our participant group discussed how quali-
tative methods are well-suited to understanding the why behind 
human experience, (P1, P2, P6, P10, P13, P16, P20), particularly in 
contrast to what quantitative approaches can tell us. One theme is 
resounding: qualitative researchers want to keep humans in charge 
and center their perspectives. Summarizing this point, P8 shared, 
“The whole point of doing qualitative research is to engage with people, 
and if we just stop doing that, then I feel like it endangers qualitative 
research in some way.” P15 took the view using LLMs in qualitative 
research may still be compatible with this goal as long as humans 
are the ones ultimately determining meaning from an analysis: "I 
think LLMs would be incredible for topical emergence. Only humans 
can really [tell] you what the themes are, ultimately." 

5 Discussion 
Our interviews situate at least a partial answer on how qualitative 
researchers can leverage LLMs while staying faithful to responsible, 
participant-centered research. In response to RQ1, we find that 
many qualitative researchers are open to the conscientious use of 
LLMs across the research pipeline. RQ2 poses the question of which 
tensions might arise if they are used, and we find that qualitative 

researchers harbor many valid questions and concerns about how 
to align LLM uses to their personal and disciplinary research values. 
RQ3 raises the idea of potential models for ethical use of LLMs in 
qualitative research, which we discuss in Section 6. 

5.1 From Task-Specific to Ubiquitous AI 
We build on prior work on human-AI collaboration in qualitative 
contexts [26, 43] by situating AI use in the current moment. Feuston 
and Brubaker [26] argued that successful human-AI collaboration 
for qualitative research requires the intentional use of AI for spe-
cific tasks, such that researchers are not “displaced as the primary 
analysts.” Jiang et al. [43] similarly suggest future research explore 
which precise sub-tasks of qualitative research are most appropri-
ate for AI involvement. Additionally, many papers on human-AI 
collaborations reported that the order of AI involvement matters 
in qualitative research, since researchers do not want to be influ-
enced by suggestions too early in their bottom-up sensemaking 
process [26, 43, 47, 60]. Aligning with this idea, our participants 
were comfortable with task-specific tools that use LLMs such as 
grammar check, speech-to-text transcription, and translation, and 
used them extensively. 

However, our findings highlight that the ideal of intentionally 
using specific AI tools for clearly delineated research tasks is in-
creasingly challenging to meet, due to the prevalence of AI through 
flexible, seemingly all-purpose chatbot interaction patterns pop-
ularized by ChatGPT. Participants used AI across their research 
pipeline, a finding also supported by Liao et al. [50]. A natural 
consequence of this shift is that the lines between AI and non-AI 
tools blur, making intentional use more challenging. Narayanan 
and Kapoor [54] speculate that generative AI will become “part 
of our digital infrastructure, instead of being a tool people use for 
specific purposes.” Our findings suggest that this shift is underway. 

Nonetheless, this shift need not be solely negative. Our partic-
ipants indicated that the “helpful assistant” nature of the most 
popular AI tools today collapse the boundary between seeing LLMs 
as a “tool” and as a “collaborator.” While there are significant risks 
of overly anthropomorphizing AI [52], these natural language in-
teractions may also be the kind of human-AI collaboration that 
“support serendipity,” which Jiang et al. [43] champion. 

5.2 The Sociotechnical Breakdown of 
Guidelines, Norms, and Tooling 

Worries about adhering to norms and guidelines are ubiquitous, 
despite the active development and publication of norms by in-
stitutions and publication venues (e.g. ACM policies), ethical and 
supervisory boards, and academic research papers [39, 77]. In the 
social norm change literature, scholars posit that there is often a 
tipping point where social norms change rapidly [4]. Our research 
suggests that some norms regarding LLMs may be close to a clear 
tipping point, such as the understanding that identifiable participant 
data ought not be sent to a third-party tool that may train AI models 
on the data, while norms regarding some other concerns have so 
far eluded convergence. Our work confirms prior perspectives that 
AI evolution is outpacing our norm formation processes [9, 25], 
and we show that scholars feel pressure and uncertainty when 
justifying LLM-aided techniques for academic publications. 
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We show that LLMs are being broadly adopted in qualitative 
research practices despite wide-ranging concerns about privacy. 
Ongoing work suggests that non-computing researchers have more 
pronounced ethical concerns in using LLMs [50], and our findings 
suggest that ethics and privacy were top of mind for qualitative re-
searchers more broadly. Nonetheless, the present research suggests 
that participants use or consider using LLMs despite these concerns, 
and sometimes use these tools while still being unsure about ap-
propriate use. Kapania et al. [44] similarly find that researchers are 
often aware of potential ethical issues, but uncertain about how to 
address them. We position the current research environment as a 
fundamental sociotechnical breakdown: the available tools do not 
present researchers with the right options to confidently preserve 
privacy, the necessary guidelines and norms are lagging behind, and 
the social context is increasingly normalizing and even expecting 
the use of AI tools. This misalignment of incentives resembles Ack-
erman’s notion of the socio-technical gap [1], which refers to the 
gap between technical capabilities and social expectations. 

While the imagination of the majority of researchers we spoke 
with was shaped by the current capabilities of ChatGPT, the most 
technologically savvy participants were currently leveraging LLMs 
to do more complex tasks including systematic qualitative coding. 
Several participants wanted to use LLMs to do qualitative coding, 
but did not know how to use current tools, indicating their lack of 
use now could be partly due to a skills gap. Thus, the deployment of 
intentionally designed tools like CollabCoder [29], SenseMate [60], 
and TIQA [75] is even more important, since the state of accessible 
tooling may be actively limiting responsible research. We also see 
evidence that this divide in adoption could, on the other hand, be 
more fundamental: some participants simply deemed AI tools for 
tasks like coding to be needless departures from their qualitative 
sensemaking process. 

5.3 Fundamental Tensions in Using LLMs for 
Qualitative Work 

A set of potentially fundamental tensions arose in considering 
the use of LLMs to conduct qualitative research. There has long 
been a tension between work seeking to combine computational 
power with interpretivist approaches [10, 56] and work arguing that 
qualitative values must be protected from quantitative evaluation 
standards [20, 71]. Our interviews suggest that LLMs may continue 
blurring the line between positivist and interpretivist approaches, 
as exemplified in emerging work [19, 47]. As Messeri and Crockett 
[52] discuss, the way some approaches are more readily aided by 
LLMs may change the research landscape by making some ques-
tions more tractable than others. There is a danger that the ability 
to analyze data at scale with less human involvement may make sit-
uated, slow, contextual and interpretivist approaches to qualitative 
data less attractive, potentially because of incentives to quickly pub-
lish, or because of the perceived objectivity of LLMs compared to 
human analysts. Mixed-method researchers, who make up roughly 
half of our participants, may be particularly positioned to accel-
erate this change. Published work uses LLMs for many types of 
text analysis, including in powerful new tools that are increasingly 
positioned to facilitate “theory-driven analysis" of textual data [47], 

and these tools may be adopted by users from different epistemo-
logical traditions. As LLMs produce summaries, topics, thematic 
interpretations, and labels of textual data that look increasingly 
fluent, nuanced, and contextual, researchers may increasingly be 
tempted to use these outputs in analysis while decreasing the type 
of engagement with participants and their data that researchers 
say is central to qualitative research values. 

6 Implications for Researchers and Designers 
6.1 Considerations for researchers using LLMs 

in qualitative work 
Thus far, we have explored how the combination of opaque tooling, 
lagging norms, and social context lead to an uncertain environment 
for qualitative researchers today. In this section, we answer RQ3 by 
providing an overview of key considerations and recommendations 
for LLM-curious qualitative researchers, or those who feel that LLM 
tools may interfere with their processes. Maintaining researcher 
agency and educating researchers on AI tools is vital as LLMs are 
embedded across more surfaces. We used prior work and our own 
expertise to reflect on the tensions raised by participants; we thus 
constructed Table 2 to distill some main choices researchers can 
make relating to the uses and potential implications of LLMs in 
qualitative contexts. 

We now explain the three main covered areas of Table 2: Policies, 
Research Values & Ethics, and Tool Selection. 

6.1.1 Policies. The first dimension in the table is the role of policies. 
We recommend actively keeping up to date on all policies from 
relevant communities, but treating these policies as an entry point 
rather than as a final answer on appropriate engagement with these 
tools. Policies may vary between venues; for example, some venues 
mandate specific types of disclosure [2] while others disallow the 
use of AI in some contexts [68]. 

As surfaced by our participants, existing policies and regulations 
may not engage deeply enough with the risks to certain participant 
populations. Therefore, while policies are important, they are likely 
insufficient considerations by themselves. The rest of the table 
provides a scaffold for considering the conscientious use of LLMs 
in qualitative work beyond established policies. 

6.1.2 Research ethics and values. The second main dimension of 
the table encompasses Consent, Privacy, Disclosure, Intentional task 
selection, and Validation. Consent and privacy protection are funda-
mental values in qualitative research. Our participants indicated 
a current lack of scaffolding in current tools guiding how to use 
LLMs while preserving these values. Researchers should update 
their consent forms to accurately reflect intended uses of LLMs 
in research, as recommended by Kapania et al. [44]. These forms 
should include details on how participant privacy will be protected 
and education about potential risks. 

Participants repeatedly highlighted a fear of compromising par-
ticipant privacy. Researchers must take care not to share personally 
identifiable information or compromise the data of at-risk popula-
tions. These risks are particularly salient when using proprietary 
LLMs for any task involving confidential participant data. If us-
ing a proprietary model for such a task, carefully consider how 
to anonymize data, such as removing names or identifiable terms 
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Table 2: Table highlights the main considerations and recommendations regarding how qualitative researchers can incorporate 
LLMs into their research process. Considerations include a brief overview of the main tradeoffs involved in specific decisions, 
while Recommendations provide explicit guidelines for researchers that minimize risk to privacy, sensemaking, and research 
ethics. 

Category Considerations Recommendations 

Policies 
Institutional, venue, and 
government guidelines and 
regulations 

Policies and regulations can help to provide basic guidance, but may 
be out of date or insufficient by themselves. 

Familiarize yourself with and follow institutional, publication, and 
federal policies, but treat these as a starting point for ethical engage-
ment. 

Research Ethics & Values 
Consent Participants may not know that their data could be shared with a 

third-party company, or be aware of potential implications, such as 
the implication of models training on their data. 

Update consent forms on details if planning to use LLMs in the 
research, particularly in a training capacity, and educate participants 
on potential risks. 

Privacy Guidelines may not strictly disallow using participant data with 
proprietary LLMs, even ones that train on inputs, leading to identi-
fication risk in the future. Additionally, LLMs may be embedded in 
the tools you currently use. 

Do not use proprietary models that train on input when interacting 
with participant data. Host local models and use open source models 
when possible. Anonymize confidential participant data if using a 
proprietary model. Confirm data policies before using a tool like 
MAXQDA that integrates LLM features. 

Disclosure Venues may mandate specific forms of disclosure, but researchers 
may wish to disclose additional uses of LLMs for research. Reflex-
ively engage with how LLMs may have shaped the relationship with 
participants, ideas in the project, and perceptions of the data. 

Proactively disclose LLM uses that significantly impacted a sense-
making process or anaysis outputs, including in ideation. When 
LLMs are used in analysis, discuss validation, including, disclosing 
model, model version, prompts, and performance, if appropriate. 

Intentional task selection Chat-based interactions make unintentionally transitioning from 
one task to another easy. Tasks carry heterogeneous benefits and 
risks for qualitative research, and some decisions about LLM in-
volvement or automation depend on research values. Interpretivist 
qualitative research tasks may be particularly at odds with LLM use. 

Before using an LLM, outline all tasks under consideration for LLM 
use. For each one, decide if the task is appropriate for LLM involve-
ment or automation based on risks to compliance, originality, bias, 
privacy, and validity according to research values. 

Validation LLMs should always be validated in task-specific ways in research. 
A clear way to validate the performance of an LLM may or may not 
exist for every task, and some tasks may be inappropriate for LLMs to 
perform even if they can be validated. Formal validation may be more 
tractable for positivist research, and a plan for validation should be 
made prior to engagement. Interpretivist and other research stances 
should consider whether any tasks are appropriate, given challenges 
to validation. 

Decide how to validate an LLM’s performance on any chosen task. 
This could include side by side comparison to human performance 
in qualitative coding, for example, or manual review of any edits to 
text suggested by an LLM. Only use an LLM if performance can be 
appropriately validated for the task. 

LLM bias Consider LLMs’ cultural and political bias as you decide which tasks 
are appropriate for an LLM. Consider whether participant popula-
tions are aligned with LLM training data, and what the impacts of 
misalignments might be. 

For studies on populations unlikely to be well-represented in train-
ing data of off-the-shelf LLMs, avoid using off-the-shelf models in 
analysis to limit misinterpretation, misrepresentation, or hallucina-
tion, or consider fine-tuning. 

Tool Selection 
LLM chat interfaces Chat-based interactions are highly interactive and can support brain-

storming in a research process, but interactivity can induce slippage 
across tasks and be difficult to validate for every use case. As such, 
some researchers may decide the risks of task-agnostic chat inter-
faces are not worthwhile. 

If using a chat interface, clearly outline the tasks for which the 
chat-based LLM will be used, and make a plan for validation before 
approaching the task. Monitor regularly for slippage across tasks. 

QDA Software Software for QDA is intentionally designed for a qualitative coding 
use case, so it may provide validation (like measuring IRR across 
collaborators) or be designed with risks to sensemaking in mind. 
However, highly structured tools may miss opportunities for interac-
tivity afforded by LLMs, so appropriateness depends on the intended 
task. 

Using structured tools reduce some but not all risks. If using LLM 
integrations into existing or emerging software tools, investigate 
the platform’s privacy policies and still consider the bias an LLM 
could introduce into your analysis. 

Task-specific tools (e.g. Mi-
crosoft Excel, Grammarly) 

LLMs are increasingly embedded across the tools we use every day, 
even for simple tasks. Tools like Grammarly with more prescribed 
functionality constrained to editing may limit interference with your 
sensemaking process compared to open-ended tools. 

Reflect on your full set of research tools. Monitor for potential com-
promise of participant data if you use Grammarly or other tools to 
process or edit participant data. 

Non chat-based LLM use Researchers may wish to use or create a research infrastructure 
using an LLM, either directly or accessed through an API, for tasks 
like procedurally annotating data. In these cases, choices between 
proprietary models and open source models, or locally hosted and 
remotely accessed models become salient, and carry different impli-
cations for privacy, transparency, and quality. 

If possible, use an open source model rather than a proprietary model 
to promote transparency and open science. If possible, use a locally 
hosted model for greater control over data. If using a proprietary 
model, anonymize data and do not use models or API services that 
train on input. 

(e.g. [19]). Avoid LLM interfaces which use your participants’ data 
as training data for the model. Check whether any tools with LLM-
based features (e.g. Grammarly or Atlas.ti) train on inputs, and how 
they handle data privacy before using them. Privacy may be better 
protected by hosting open source models locally, but this is not 
currently feasible for all researchers. 

Choosing which types of disclosure are appropriate regarding 
AI use is an opportunity for qualitative reflexivity. Qualitative re-
searchers, as reflected in our interviews, already center reflexivity 
and positionality in their work, and can set precedent by explicitly 
engaging with how an LLM shaped a project. Researchers could con-
sider the potential benefits of additional AI disclosure beyond those 
required by a venue, institution, or community. However, disclosing 

https://Atlas.ti
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the use of AI may risk stigmatization, especially in non-computing 
fields [50], which should be balanced with the benefit additional 
transparency and context disclosure about AI usage could bring. 
Disclosures should ideally detail which models were used, and any 
fine-tuning, optimization, or prompt engineering performed. 

Our table also outlines the value of intentional task selection when 
using LLMs in qualitative research. Intentional deployment of AI is 
key to maintaining researcher agency [26, 43], but our participants 
highlight how general purpose tools now blur boundaries between 
tasks. With this challenge in mind, intentional task selection is 
even more pressing. The appropriateness of involving an LLM in a 
task can depend not only on venue policies, but also on research 
values, like an interpretivist or positivist stance. Before using an 
LLM for any task in your research, researchers should outline all 
tasks under consideration for LLM involvement and determine 
whether involving an LLM is appropriate based on their research 
values. In particular, researchers should consider how involving an 
LLM in the task may shape their perspective, ideas, and findings if 
used in ideation, analysis, or writing. Researchers should also con-
sider whether they may be committing accidental acts of academic 
plagiarism by relying on LLM-generated outputs [12] across the 
research pipeline, and should take responsibility for checking for 
copied content. If any tasks are determined to be appropriate for 
LLM involvement, researchers should monitor whether the planned 
task matches ongoing use of the LLM. 

Our table also centers validation as a key consideration when 
using LLMs for qualitative research. Whether and how LLM usage 
can be validated appropriately depends on the task under consider-
ation and individual research values. For example, if using an LLM 
to edit text, an appropriate validation might be to personally review 
each LLM-generated edit. If using an LLM to scale data annotation 
beyond possibility of human review, it may become appropriate or 
even necessary to use more positivist measures of validation, like 
inter-rater reliability, to measure accuracy compared to a human 
baseline. Not all qualitative research tasks have a clear appropriate 
validation: in particular, interpretivist researchers may find LLMs 
cannot be validated for tasks of interest and should be avoided. 
We advise making plan for validation of LLM performance for any 
chosen task before starting to interact with the tool, since anchoring 
bias can cause one to rationalize findings and outputs after already 
interacting with the LLM. 

Additionally, when considering LLM appropriateness for any 
task, we recommend considering LLM training data, current per-
formance, and biases. For example, LLMs may be useful for editing 
English text written by non-native English speakers, which ap-
pears to be a primary emerging use case from our participants and 
in other research [50]. However, LLMs may not yet be advanced 
enough in other languages to be used for the same purpose. Model 
performance on tasks like transcription and analysis often directly 
reflects training data [45], so alignment between participant in-
terests and a model’s training data should be key considerations. 
Using a mainstream LLM to analyze themes in a study of non-
Western, non-English speaking participants may be inappropriate, 
since mainstream LLMs likely have poorer representations of those 
groups and viewpoints and could cause misinterpretation or harm. 
If LLM capabilities and bias cannot be considered and confidently 
addressed for a potential task, the tool should not be used. 

6.1.3 Tool Selection. In the table, we outline the four types of LLM-
aided tools that came up in interviews: LLM chat interfaces, QDA 
software, task-specific tools, and non-chat based LLM use. 

Participants largely reported experiences with ChatGPT, which 
has interactivity and flexibility researchers enjoy but does not scaf-
fold appropriate use for research purposes. Conversely, structured 
software solutions like MAXQDA for data analysis or Grammarly 
for text editing have LLM-based features but are designed to sup-
port users in a specific task-based use. Researchers should consider 
if a dedicated tool exists for their use case that guards against some 
risks to the user that open-ended chat interfaces pose. Chat is a 
useful way to interact with LLMs, but researchers may instead wish 
to integrate LLMs into software pipelines to procedurally generate 
outputs like data annotations. 

The way an LLM is hosted and accessed also has implications for 
privacy and transparency. Proprietary models from companies like 
OpenAI can be accessed through a web browser or API, meaning 
data shared through those access points is shared with the company. 
Models from AI companies are often also closed source, meaning 
the model’s training data and weights are private, and understand-
ing model behavior can be difficult. If using a proprietary model for 
research purposes, consider providing explicit justification as rec-
ommended by Palmer et al. [61]. Open source models with known 
model weights and transparent training data are preferable for 
transparency, data privacy, and control, but currently, hosting them 
locally can be difficult and time-consuming without resources and 
technical skills. 

6.2 Design principles for qualitative research 
tools incorporating LLMs 

We have identified the urgent need for transparent tools that center 
qualitative research use cases. Based on our findings from qualita-
tive researchers interested in engaging with LLMs, tool builders 
could emphasize 1) interactivity, 2) data exploration, and 3) support 
for qualitative coding in future qualitative research tools. Partici-
pants consistently mentioned the useful nature of the interactivity 
LLMs afford through a chat-based interface: they could ideate, ob-
tain feedback, and potentially make requests for data retrieval or 
formatting in natural language (e.g. [31, 40]). There is a gap in tools 
that facilitate these use cases in addition to other, more structured 
uses. Second, LLMs could help researchers see their data in a new 
way, ideally widening rather than homogenizing the nature of their 
insights. Lastly, qualitative researchers are still interested in using 
LLMs to conscientiously assist in the coding process. Below are 
principles for tool designers when considering how to create tools 
that responsibly address these opportunity areas. 

6.2.1 Design for participant privacy. Proprietary LLMs have 
sparked concerns regarding participant privacy. Tools that incor-
porate LLMs should be explicit about if, when, and how they call 
external APIs, and whether LLMs used are proprietary or open 
source. They should also explain to users before data is uploaded 
how they handle privacy, how they expect users to deanonymize 
data before using tools, how they scrub or plan to delete data, 
and whether they use inputs for training models. Second, some 
researchers mention open source models as a potential solution 
to privacy concerns, but many are unable to implement solutions 
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to this problem themselves. As such, there is an opportunity area 
to support researchers in having greater control and transparency 
over data privacy. More tools that make it easy to locally host, steer, 
and fine-tune open source models for qualitative research functions 
could empower researchers. 

6.2.2 Design for intentional use. The lines between structured tools 
built for a single task and open-ended chat-based tools are blur-
ring. Chat-based LLMs allow flexibility and interactivity, but do 
not currently support intentional use for specific tasks in the re-
search process, making slippage into unintentional uses of LLMs 
easy. Researchers want to maintain agency over if, when, and how 
they are assisted or influenced by AI tools in their research process. 
Tools could be designed to guide users to intentionally select appro-
priate uses of LLM-based tools, and also offer features that allow 
researchers agency to develop their own ideas before opting into 
LLM assistance in any task. 

6.2.3 Design for transparency and validation. Tools should give 
researchers ways to transparently evaluate performance. Appro-
priate validation varies depending on research values, and on the 
specific research task. For brainstorming, designing for validation 
could involve designing features to understand or probe outcomes 
and suggestions. For positivist qualitative coding tasks, features 
designing for reproducibility of outcomes, interrater reliability, and 
error analysis from LLM annotation compared to human coding 
may be useful. Features that require researchers to review outputs 
may help accomplish this goal, depending on the task. 

6.2.4 Design for researcher context. Researchers often wish to bring 
in their own context when performing qualitative analysis, includ-
ing their past experiences, the texts that influence their work, and 
the theories in which they ground their work. Tools could embed 
unique researcher perspectives with models that are trained or fine-
tuned according to particular data sets or perspectives of interest 
to the researcher. 

6.2.5 Design for deep engagement with data. Qualitative re-
searchers worry that LLM-based tools could distance them from 
data rather than deepen their relationship with it, but tools can be 
explicitly designed to foster ‘closeness’ with data [33]. Many quali-
tative researchers expressed interest in using LLMs to see their data 
through another lens, but found that insights and themes produced 
on their data are generic or repetitive. Tools can explore LLMs as a 
way to produce more unique ways of understanding data, drawing 
researchers’ attention to less predictable features of the data, as 
suggested by Jiang et al. [43], or helping researchers examine or 
challenge their existing theories with direct evidence from the data. 
These features may even deepen researchers’ understanding of the 
data. 

6.2.6 Design to consider participant perspectives and interests. Re-
searchers are concerned about the variable performance LLMs have 
across contexts, knowledge domains, cultures, and languages. Tools 
should work to facilitate better alignment between LLMs and di-
verse subject populations. When possible, tool builders could give 
the option to use models that better reflect a target, like models that 
specialize in a particular language or have specialized training data, 
and facilitate investigating where there might be errors or bias. 

7 Limitations 
While we recruited participants across disciplines, our participant 
group does not cover all perspectives on qualitative research and 
its values. Disciplines that are even more situated than those rep-
resented in our participant group, such as ethnography, may be 
at greater risk of diminishment by LLM involvement, and those 
perspectives may not be represented by the voices highlighted 
here. The fact that our participants were mostly PhD students also 
likely shapes the findings, since younger people have more positive 
views of AI [73], and senior researchers are more likely to have 
ethical concerns about AI research use [50]. While our participants 
represent a diverse group of people studying various populations, 
there was a heavy bias for American universities, which may miss 
key perspectives from non-Western institutions. Despite these lim-
itations, our study highlights an important population wrestling 
with incorporating transformative technologies into their research 
processes for the first time. 

8 Conclusion 
LLMs are poised to continue proliferating and permeating research. 
While LLMs present potential opportunities for assistance in some 
research tasks, they also surface potential tensions with the values 
of qualitative research. In this climate, we document a sociotechni-
cal breakdown: the functionality of tooling is insufficient to reliably 
preserve participant privacy, the guidelines and norms lag behind, 
and the social context increasingly incentivizes the broad use of AI 
across surfaces. Active, intentional consideration from researchers 
on issues like privacy and model bias in advance of task selection, 
coupled with thoughtful tool design, can help to maintain agency 
as researchers decide appropriate uses for LLMs. We synthesized 
current uses, tensions, and ethical challenges into a set of choices 
for the intentional incorporation of LLMs in qualitative research. 
We hope that this paper will empower qualitative researchers to 
leverage LLMs confidently, and even creatively, for their work if 
they choose. 
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9 Appendix 

9.1 Interview Ethics 
We took several ethical concerns into consideration when conduct-
ing the interviews. All transcriptions were done through Zoom 
or Adobe Premiere Pro and edited manually by the research team 
to ensure fidelity to the speaker’s words. Both Zoom and Adobe 
Premiere Pro encrypt user data and delete transcriptions. Direct 
participant quotes were never entered into ChatGPT or any other 
generative AI tool. Participants were permitted to use video or au-
dio only for the interviews. Participants were compensated $15 for 
each interview. During each interview, we obtained verbal consent 
to record and participants could stop the interview or refuse to an-
swer any question. We informed participants that their anonymity 
would be preserved, not only by protecting their personally iden-
tifiable information, but also by obscuring or altering any highly 
specific research studies they mentioned. 

9.2 Interview Protocol 
Section 1: Situating the researcher 

• Can you give me a high-level overview of your work? 
• Can you describe your relationship with qualitative and 
human-centered research? 
– How would you define qualitative research? 
– How would you define human-centered research? 

• What field are you in or where do you publish? 
• What would you consider your relationship with Large Lan-
guage Models to be? 

Section 2: LLMs in the Research Process 
These questions will each be asked for the steps Prep and Brain-

storming and Data Analysis. For each stage, researchers will be 
asked "Have you ever used LLMs for this stage of research?" and if 
the answer is yes, they are asked the following: 

• What motivated you to use an LLM for that purpose? 
• How well did the LLM perform and how did you evaluate 
its performance? 

• Did you have any ethical concerns with using LLMs in this 
stage of the research process? 
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– If yes, how did you try to mitigate those concerns? 
• Would you use LLMs for this purpose again? How 
would/wouldn’t you change your use of LLMs for this task 
going forward? 

If the answer to the initial question was no, the following questions 
will be asked: 

• Why do you think you haven’t used LLMs for this stage of 
research? 

• What are your main concerns with others using LLMs in this 
stage of research? 

Section 3: Overall thoughts 
Next, we transition to a higher level discussion of thoughts on 

LLMs in research. 
• Overall, what do you think are the promising use cases for 
using LLMs in interview research? 

• On the other side, if anything, what do you fear might be lost 
from incorporating LLMs into qualitative research? What 
are your main concerns? 

• Generally speaking, what role do you perceive the LLM as 
occupying? Annotator? Co-researcher? Tool? 

Section 4: Wrap up 
Finally, we wrap up. 
• Is there anything else that you’d like me to know or you 
think is interesting about your usage of LLMs for interview 
research? 

• Do you have any questions for me? 
• Is there anyone else in your circle who is a qualitative re-
searcher that you might be willing to put me in touch with? 
If yes, I can send you a follow up email to contact. 
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